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Abstract—These instructions Abstract - However, determining the ripeness of fruit is frequently done by hand, which presents 
problems with consistency and efficiency. In order to improve the sorting of crystal guava fruit maturity, this study suggests 
combining machine learning technology with the creation of digital image-based apps. Fruit ripeness is classified using a 
convolutional neural network (CNN), a deep learning model, based on the color of its skin. It is anticipated that the method will 
increase productivity and offer superior precision while sorting crystal guava fruit. The System Development Life Cycle (SDLC) 
with a Waterfall approach is the methodology employed. The system design formed from the deep learning model resulted in 
excellent performance in classifying images of crystal guava fruit by utilizing model training from the base models ResNet50V2, 
DenseNet121, NASNetMobile, and MobileNetV2 with a combination of training using K-fold cross-validation with a 5-fold 
configuration. The best-trained model achieved an average highest accuracy of 99.92% in model training using MobileNetV2 with 
the lowest average loss value of 0.0088. The system application was developed using mobile Android, leveraging the Flutter 
framework and Dart programming language. The research results demonstrate a comparison of testing on crystal guava and local 
guava fruits against ripeness classification parameters

  
Keywords-Crystal Guava Machine Learning Convolutional Neural Network Image-Based Application Development 

Ripeness Classification..

1. Introduction 

The integration of technological collaboration with 
Taiwan has ushered in a new era for enhancing the 
genetic diversity of local guava (Psidium guajava) 
varieties in Indonesia. This endeavor aims to 
develop a novel variant of guava, known as "Jambu 
Kristal," which exhibits distinctive characteristics 
such as a sweet flavor with a Brix level between 11 
and 12, a slightly flattened round shape, and 
occasional asymmetric forms. Notably, Jambu 
Kristal has a seed content of less than 3%, an 
unevenly textured surface, and typically weighs 
between 100 to 500 grams per fruit. The fruit’s skin 
is a light green, while its flesh is pale white, 
resembling pear flesh [1]. 

Jambu Kristal offers several advantages, including 
a refreshing taste, an acidity profile akin to apples 
and pears, ease of cultivation, year-round fruiting, 
substantial entrepreneurial opportunities for both 
fruit production and seedling cultivation, and a high 
market value at both the farmer and supermarket 
levels (Pakpahan, 2011). The fruit size of Jambu 
Kristal varies with the seasons, growing larger 
during the rainy season and exhibiting a sweeter 
taste in the dry season. This variability makes 
Jambu Kristal a valuable crop for farmers seeking 
to enhance their economic prospects. The ripeness 
of Jambu Kristal is generally assessed through 

parameters such as size, weight, skin color, and 
aroma [2]. 

Research on a deep learning-based date fruit 
classification model achieved an impressive 99% 
accuracy in classifying eight types of date fruits. 
They utilized Convolutional Neural Networks 
(CNN) with MobileNetV2 architecture and transfer 
learning. Despite the impressive results, the dataset 
used was limited, with only 203 to 240 images per 
date fruit type, which may constrain the model's 
ability to generalize across a wider variety of date 
fruits [2]. 

Research on fruit and vegetable classification 
models using deep learning with the CBAM 
(Convolutional Block Attention Module) and 
MobileNetV2 architecture reached accuracies of 
95.86% and 93.78% for classifying two different 
fruit sets. However, the model faces challenges in 
implementation within embedded vision systems 
and remains limited to two-dimensional image 
research [3]. 

Research on a new date fruit classification model 
using deep transfer learning achieved a validation 
accuracy of 97.21% and a test accuracy of 95.21%. 
This study also created a new dataset consisting of 
images of date fruits in 27 classes. However, 
representation may not be uniform across classes, 



JAICT, Journal of Applied Information and Communication Technologies               Vol.10, No.1, 2025                                                                                            

———————————————————————————————————— 

329 
 

especially for minority classes, which could affect 
the model's generalization [4]. 

A survey of deep learning methods for vegetable 
type recognition highlighted the success of using 
CNNs and attention models. It demonstrated that 
large and diverse datasets are crucial for optimal 
model training, though some models are still 
sensitive to lighting changes and environmental 
conditions [5]. 

Research on applying deep learning techniques for 
vegetable recognition using CNN with transfer 
learning successfully identified various vegetable 
types with high accuracy. Nonetheless, this 
research is limited by the variety of vegetables in 
the dataset and its reliance on transfer learning [6]. 

Research using K-Nearest Neighbor (KNN) and 
HSV color space transformation to detect the 
ripeness of crystal guavas achieved high accuracy 
for ripe and unripe guava categories. However, this 
method does not detect ripeness in real-time. 
(Wibowo et al., 2021). Research on CNN for 
classifying the ripeness of Badami mangoes 
reached a high accuracy of 97.2%. However, the 
study is limited to the Badami mango variety and 
does not provide real-time ripeness detection [7]. 

Research using deep learning with ANN for 
classifying the ripeness of passion fruits based on 
color achieved 80% accuracy. This research is 
limited to passion fruit and does not offer real-time 
ripeness detection [8]. 

Research on K-NN with HSV color feature 
extraction and GLCM texture for classifying the 
ripeness of guava bol achieved 93% accuracy. This 
study demonstrates a good application of methods 
for fruit ripeness classification [9]. 

Research on developing a mobile application for 
vegetable classification using CNN and SVM 
achieved a high accuracy of up to 99.98% for 
several vegetable types. The main challenge is the 
use of image datasets and the potential for further 
development in video classification media. (Jaelani 
Akbar et al., n.d.). Research aimed at improving 
fruit classification on mobile devices using transfer 
learning achieved 95% accuracy. A major 
drawback is the long training time depending on 
model complexity and dataset size. 

Tammina employed VGG-16 with deep CNN for 
image classification, achieving 95.40% accuracy. 
However, additional classifiers are needed to 
achieve two-class classification goals [10]. Research 
on CNN for fruit image classification achieved 
91.42% accuracy, with recommendations to 
increase the dataset size to improve accuracy. 
(Maulana et al., 2020). Research on using CNN for 
herbal plant identification achieved 96.54% 
accuracy. The main challenges are lighting and 
high-quality image sharpness [11]. Research on 
developing a mobile application for vegetable 
classification using CNN achieved 98.1% accuracy. 
This method still lacks comprehensive image 
classification data [12] 

Overall, these studies show significant progress in 
using deep learning and machine learning for fruit 
and vegetable classification. However, common 
weaknesses include dataset limitations, sensitivity to 
lighting conditions, and reliance on transfer learning 
techniques. Further development requires larger and 
more diverse datasets and techniques capable of 
handling environmental variation more effectively. 

2. Literature Review 

The development of this system's Aplikasi 
Klasifikasi Buah Jambu Kristal app was driven by 
the primary purpose of detecting digital images 
captured by a smartphone's camera and the upload 
function for images taken from galleries. Deep 
learning models that have already been integrated 
into applications will work to analyze images that 
are associated with the classification of buah jambu 
kristal. System architecture can be seen in Figure 1. 

 

Fig 1. Research Method 

2. 1. Data Preprocessing 

This study uses a raw picture dataset of 2204 image 
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units to categorize 3 image classes on crystal guava 
fruit: ripe, not yet ripe, and rotten. Data preparation 
involves dividing the dataset into training and 
validation sets. Separate files comprising each 
image class category according to its number are 
used to construct the training and validation data. In 
Figure 2, the data labeling is displayed. 

 

Fig 2. Labeling Crystal Guava Fruit Dataset 

The dataset is divided into two parts: training and 
validation, following a 70:30 ratio. Details on the 
data split are shown in Table 1. For the "Rotten" 
category, there are 465 samples for training and 
151 for validation. The "Ripe" category has 382 
samples in training and 127 in validation. For "Not 
yet ripe," the split is 484 training samples and 161 
validation samples. 

Table 1. Division of Training and Validation Datasets 

Class Label  Data Training Data 
Validation 

Rotten 465 151 
Ripe 382 127 
not yet ripe 484 161 
Total 1331 439 

The whole amount of data is displayed in the table, 
and Figure 3 also displays a comparison graph of 
the data. 

 

Fig 3. Comparison of the Amount of Training and 
Validation Data 

2. 2. Creating Model 

The model was developed through a classification 
system for crystal guava fruit, employing the 
Convolutional Neural Network (CNN) method, a 
form of deep learning architecture. This system is 
designed to identify and categorize crystal guava fruit 
using images captured by a camera or chosen from a 
gallery. The focus is on accurately classifying the fruit 
based on visual data. The selection process will 
determine the most effective CNN model. This model 
is preferred for its exceptional ability to recognize 
patterns within images. Key features such as shape, 
texture, and color play a significant role in this recognition. 
These characteristics are vital for effective visual object 
classification. 

 
Fig 4. CNN Architecture Crystal Guava Fruit Model 

The pre-trained CNN model architecture for the 
crystal guava fruit classification application, 
illustrated in Figure 3.10, demonstrates that the 
CNN structure comprises several distinct layers, 
including convolution layers, pooling layers, and 
fully connected layers. In the initial phase, the 
convolution layer is responsible for extracting key 
features from the crystal guava fruit images, such as 
edges, corners, and textures. These features are then 
condensed through a pooling layer to reduce the 
data's dimensionality and enhance computational 
efficiency. Following this, the features are 
integrated and classified using a fully connected 
layer, which links each neuron to all neurons in the 
preceding layer. Finally, the output layer generates 
a classification prediction for the detected crystal 
guava fruit. 

The model is built using the TensorFlow and Keras 
frameworks, which facilitate more efficient 
development and training of deep learning models. 
The dataset comprises images of crystal guava fruit 
that have been labeled according to defined 
categories, including "Ripe," "Not Ripe," and 
"Rotten." This model aims to achieve high accuracy 
in the classification of crystal guava fruit. 

The K-Fold Cross-Validation technique is utilized in 
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the advanced stages of deep learning model building 
to train a Convolutional Neural Network (CNN) 
architecture for the classification of crystal guava 
fruit. To make sure that the final model has good 
generalization to data that has never been seen 
before, the K-Fold Cross-Validation method was 
selected. Specifically, this method lessens the 
workload associated with overfitting-prone model 
training activities. The phases of model training with 
K-Fold are as follows: 

1) Selection of Basic Model 
The model employed in this study is made up of 
multiple pre-trained deep learning architecture 
models, including NASNetMobile, MobileNetV2, 
Densenet, and ResNet50V2, that were previously 
trained on the ImageNet dataset. In order to assess 
efficiency in terms of accuracy, performance, and 
computational resource usage, these models were 
compared. Several Fully Connected layers were 
added to this basic model in order to adapt it to the 
goal of categorizing photos of crystal guava fruit. 

2) Model Architecture 
There are multiple key parts to the developed model. 
The models' convolution layer is designed to extract 
features from photos of crystal guavas. The pooling 
layer uses GlobalAveragePooling2D to minimize 
dimensions and guard against overfitting. Rectified 
Linear Unit (ReLU) activation and 256-unit density 
layer are used to capture non-linear patterns. The 
output layer, which uses softmax activation, is 
classified into three groups: "mature," "immature," 
and "rotten." 

3) K-Fold Cross-Validation Process 
The training data is now separated into 5 subsets, or 
folds. Four subsets are utilized as training data and 
one subset is used as validation data for each 
iteration. Each fold was utilized once as validation 
data during the five training iterations. To avoid 
performance degradation, each model is trained with 
a low learning rate using the Adam Optimizer. 

4) Implementation of Early Stopping 
By monitoring the training model data based on 
validation loss and validation accuracy, early 
stopping is introduced during training to terminate 
training if the model does not show performance 
improvement on validation data after multiple 
epochs in the future. In doing so, training time is 
decreased and overfitting is avoided. 

5) Evaluation and Aggregation of Results 
The model is assessed at the end of training based on 
the accuracy and loss values obtained from the 
validation data at each fold. After that, an average of 
these numbers is calculated to give a general picture 
of the model's performance. 

2. 3. Model Training Using K-Fold 

The K-Fold Cross-Validation technique is utilized in 
the advanced stages of deep learning model building 
to train a Convolutional Neural Network (CNN) 
architecture for the classification of crystal guava 
fruit. To make sure that the final model has good 
generalization to data that has never been seen before, 
the K-Fold Cross-Validation method was selected. 
Specifically, this method lessens the workload 
associated with overfitting-prone model training 
activities. The phases of model training with K-Fold 
are as follows: 

1) Selection of Basic Model 
The model employed in this study is made up of 
multiple pre-trained deep learning architecture 
models, including NASNetMobile, MobileNetV2, 
Densenet, and ResNet50V2, that were previously 
trained on the ImageNet dataset. In order to assess 
efficiency in terms of accuracy, performance, and 
computational resource usage, these models were 
compared. Several Fully Connected layers were 
added to this basic model in order to adapt it to the 
goal of categorizing photos of crystal guava fruit. 

2) Model Architecture 
There are multiple key parts to the developed model. 
The models' convolution layer is designed to extract 
features from photos of crystal guavas. The pooling 
layer uses GlobalAveragePooling2D to minimize 
dimensions and guard against overfitting. Rectified 
Linear Unit (ReLU) activation and 256-unit density 
layer are used to capture non-linear patterns. The 
output layer, which uses softmax activation, is 
classified into three groups: "mature," "immature," 
and "rotten." 

3) K-Fold Cross-Validation Process 
The training data is now separated into 5 subsets, or 
folds. Four subsets are utilized as training data and 
one subset is used as validation data for each iteration. 
Each fold was utilized once as validation data during 
the five training iterations. To avoid performance 
degradation, each model is trained with a low learning 
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rate using the Adam Optimizer. 

4) Implementation of Early Stopping 
By monitoring the training model data based on 
validation loss and validation accuracy, early 
stopping is introduced during training to terminate 
training if the model does not show performance 
improvement on validation data after multiple 
epochs in the future. In doing so, training time is 
decreased and overfitting is avoided. 

5) Evaluation and Aggregation of Results 
The model is assessed at the end of training based on 
the accuracy and loss values obtained from the 
validation data at each fold. After that, an average of 
these numbers is calculated to give a general picture 
of the model's performance. 

2. 4. Evaluation 

To determine which model performs best, deep 
learning model testing must be designed and tested. 
Training data reporting is achieved by comparing the 
performance of the basic model with graphs and 
confusion matrices. True Positives (TP), True 
Negatives (TN), False Positives (FP), and False 
Negatives (FN) are the four variables used in the 
confusion matrix to explain the outcomes of deep 
learning classification. Metrics for performance 
evaluation, including accuracy, precision, recall, and 
F1-score, will be computed using these four 
variables. 

 
True Positive 

 
True Negatif 

False Positive False Negative 

1) Accuracy 
The percentage of positive and negative forecasts 
that are accurate relative to the total number of 
predictions made is called accuracy. An overview of 
the model's accuracy in correctly classifying samples 
is given. The accuracy value is computed using the 
formula below: 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

2) Precision 
The ratio of accurate positive predictions (True 
Positive) to all positive predictions (True Positive + 
False Positive) is known as precision. Since 
precision tells us how many real positive predictions 

are accurate, it's a crucial indicator for reducing the 
amount of false positives. The precision value is 
computed using the formula below: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 
3) Recall 
A metric called recall is used to assess how well the 
model finds all real positive examples. This is the 
calculation formula: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

4) F1-Score 
By averaging the two, the F1-Score measure 
integrates recall and precision into a single value. 
When there is a trade-off between these two 
parameters, the F1-Score is helpful since it serves to 
balance recall and precision. This is the calculation 
formula: 

3. Results 

This section presents the results of the research along 
with the tests conducted. Additionally, it includes a 
discussion of the research findings and the tests 
performed. 

3.1. Result Evalution Model 

The model constucted consists of four types of pre-
trained modls: ResNet50V2, DenseNet121, 
NASNetMobile, and MobileNetV2. Each model will 
be trained on the data individually. The training 
process is where the model learns from a pre-prepared 
dataset through data preprocessing. This process 
begins with inputting images of crystal guava into the 
CNN model. The images are then processed through 
various data transformations within the CNN layers. 
These CNN layers include convolutional layers, 
pooling layers, and fully connected layers, all aimed 
at identifying patterns, features, and important 
information in the guava images. After passing 
through these layers, the model generates predictions 
for the given images. 

The predictions made by the model are then compared 
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to the actual results using a loss function. The loss 
function measures the discrepancy or error between 
the model's predictions and the expected results. This 
provides an assessment of the model's performance, 
represented by the loss score. An optimizer is then 
used to update the weights in each CNN layer based 
on the loss score obtained, with the goal of reducing 
prediction errors in the next iteration. This training 
process is repeated for a specified number of epochs, 
where one epoch represents a complete iteration 
through the entire training dataset. Additionally, 5-
Fold Cross-Validation is employed, dividing the data 
into 5 subsets (folds). In each iteration, one subset is 
used as validation data, while the remaining 4 
subsets serve as training data. The training is 
performed 5 times with each fold used once as 
validation data. Early stopping is used in this study 
to halt the training process if the performance on the 
validation data no longer improves or starts to 
decline. 

To evaluate a model's performance, one can examine 
the accuracy and loss scores it produces. Accuracy 
provides insight into how precise the model's 
predictions are, while the loss score reflects the 
extent of errors in the model's predictions. A well-
performing model is characterized by high accuracy 
and low loss, indicating its success in the training 
process. Below are the results for each model: 

1) ResNet50V2 Model 

Based on the training results of the ResNet50V2 
model shown in Figures 3 and 4, the model was 
trained with a configuration of 100 epochs and 5 
subsets (folds). 

 
Fig 5. ResNet50V2 Accuracy Training and 

Validation Results 

 
Fig 6. ResNet50V2 Training and Validation Loss 

Results 

Based on the results displayed from the ResNet50V2 
model during k-fold cross-validation, the data is 
divided into several subsets or "folds." Each fold 
produces its own loss and accuracy values. The model 
was evaluated using 5-fold cross-validation, and it 
demonstrated excellent performance across all folds. 
In Fold 1, the model achieved a loss of 0.0128 with a 
perfect accuracy of 100.00%. In Fold 2, the loss 
increased to 0.0376 with a slight drop in accuracy to 
98.86%. Fold 3 recorded a loss of 0.0196 and a high 
accuracy of 99.62%. In Fold 4, the model exhibited a 
loss of 0.0235 with an accuracy of 98.86%. Finally, in 
Fold 5, the model once again reached a perfect 
accuracy of 100.00% with a loss of 0.0154. After 
evaluating all the folds, the average accuracy of the 
model was 99.47%, with an average loss of 0.0218, 
indicating consistent and reliable performance. 

2) NASNetMobile Model 

The training results of the NASNetMobile model, 
shown in Figures 5 and 6, show that the model was 
trained with a configuration of 100 epochs and 5 
subsets (fold). In these images, it can be seen that 
training was carried out using 100 epochs and 5 folds. 
This configuration includes 100 epochs and 5 subsets 
to train the NASNetMobile model. Figures 5 and 6 
depict the results of training with 100 epochs and 5 
folds. The NASNetMobile model was trained using 
100 epochs and divided into 5 subsets, as seen in 
Figures 7 and 8. 
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Fig 7. NASNetMobile Accuracy Training and 

Validation Results 

 
Fig 8. NASNetMobile Training and Validation Loss 

Results 

It shows the k-fold cross-validation results for a 
machine learning model with five folds using the 
NASNetMobile model's findings. According to the 
findings of the 5-fold cross-validation model 
evaluation, the model achieved a loss of 0.0314 at 
Fold 1 with a 99.25% accuracy. Fold 2 recorded a 
loss of 0.0572 with an accuracy of 98.86%, and Fold 
3 recorded a loss of 0.0482 with a 98.48% accuracy. 
Additionally, Fold 4 displays a 0.0504 loss with a 
98.86% accuracy, and Fold 5 displays a 0.0534 loss 
with a 98.48% accuracy. These total findings yielded 
an average loss of 0.0481 and an accuracy of 98.79% 
on average. These numbers show that the model 
performs exceptionally well, with an error (loss) rate 
that is comparatively low and an accuracy that is 
close to 99%. 

3) Model DenseNet121 

The training results of the DenseNet121 model are 
illustrated in Figures 4.7 and 4.8. The model was 
trained using five subsets, known as folds. 

Additionally, the training was configured for 100 
epochs. These figures present the performance 
metrics obtained during the training process. Overall, 
the results provide insights into the model's 
effectiveness. 

 
Fig 9. DenseNet121 Accuracy Training and 

Validation Results 

 
Fig 10. DenseNet121 Training and Validation Loss 

Results 

The DenseNet121 model's output illustrates the 
outcomes of k-fold cross-validation for a five-fold 
machine learning model. Extremely high 
performance is demonstrated by the 5-fold cross-
validation model evaluation findings. On Fold 1, the 
model recorded a loss of 0.0210 with an accuracy of 
99.62%. Fold 2 shows a loss of 0.0187 with an 
accuracy of 100.00%, whereas Fold 3 records a loss 
of 0.0112 with an accuracy of 100.00%. 99.62% 
accuracy is lost in Fold 4 with a loss of 0.0234, and 
99.62% accuracy is lost in Fold 5 with a loss of 
0.0198. An average accuracy of 99.77% and an 
average loss of 0.0188 were found after calculating all 
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folds. These findings show that the model operates 
exceptionally effectively and consistently over the 
range of evaluated folds, with nearly perfect 
accuracy and a very low error rate. 

4) Model MobileNetV2 

Based on the results from training the MobileNetV2 
model shown in Figures 9 and 10, the model was 
trained using a configuration of 100 epochs. It 
employed 5 subsets, or folds, during the training 
process. The training aimed to optimize the model's 
performance. The visuals illustrate the outcomes of 
the training sessions. Overall, the model was 
carefully evaluated across multiple folds to ensure 
robustness. 

 
Fig 11. MobileNetV2 Accuracy Training and 

Validation Results 

 
Fig 12. MobileNetV2 Loss Training and Validation 

Results 

It displays the outcomes of k-fold cross-validation 
for a machine learning model with five folds using 

the MobileNetV2 model's outputs. Very outstanding 
performance is shown by the 5-fold cross-validation 
results of the model evaluation. The model yielded an 
accuracy of 100.00% and a loss of 0.0068 on Fold 1. 
With the same precision of 100.00%, Fold 2 yields a 
loss of 0.0084. The loss on Fold 3 was accurately 
recorded at 0.0121, or 100.00%. Fold 5 obtained the 
lowest loss of 0.0036 with an accuracy of 100.00%, 
while Fold 4 recorded a loss of 0.0134 with a 99.62% 
accuracy. An average accuracy of 99.92% and an 
average loss of 0.0088 were found by averaging all 
folds. These findings demonstrate the model's 
extremely high performance in comparison to other 
models, demonstrating its efficacy and dependability 
in forecasting. Consequently, it is believed that using 
this model is the best option. 

Table 2. Comparison of Training Models 

Model Accuration 
(%) 

Loss 

ResNet50V2 99.47 0.0218 
NASNetMobile 98.79 0.0481 
DenseNet121 99,77 0.0188 
MobileNetV2 99,92 0.0088 

The total performance of the ResNet50V2, 
NASNetMobile, DenseNet121, and MobileNetV2 
training models is compared in Table 2. This table 
shows that the MobileNetV2 model has the lowest 
average loss value (0.0088) and the best average 
accuracy (99.92%). As a result, out of all the trained 
models, the MobileNetV2 model is regarded as the 
best. To highlight their superiority in terms of 
accuracy and overall performance, the best model 
results are printed bold. 

3.2. Confusion Matrix Evaluation Results 

The model is used to predict the classification of 
crystal guava test image data. Following this, the 
prediction outcomes are assessed with a confusion 
matrix. This matrix includes key metrics such as 
accuracy, recall, precision, and the F1-score. These 
evaluations help determine the model's effectiveness. 
By analyzing these metrics, we can gain insights into 
the model's performance. Ultimately, this process aids 
in refining the classification results. 

1) Confusion Matrix results on the DenseNet121 
Model 
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Fig 13. Confusion Matrix DenseNet121 

From the confusion matrix of the DenseNet121 
model in Figure 13 it can be concluded:  

a. Of a total of 151 Rotten images, 148 were 
correctly predicted as Rotten, 3 images were 
predicted as Ripe, and 0 images were predicted 
as Unripe.  

b. Of the total 127 Ripe images, 127 were correctly 
predicted as Ripe, 0 images were predicted as 
Rotten, and 0 images were predicted as Not 
Ripe.  

c. Of the total 161 Unripe images, 161 were 
correctly predicted as Not Ripe, 0 images were 
predicted as Rotten, and 0 images were 
predicted as Ripe. 

2) Confusion Matrix results on the MobileNetV2 
Model 

 
Fig 14. Confusion Matrix MobileNetV2 

The following conclusions can be drawn from the 
MobileNetV2 model's confusion matrix in Figure 
14: 

a. Out of 151 photos that were classified as Rotten, 
149 were accurately forecasted as such, 2 as Ripe, 
and 0 as Unripe. 

b. Out of the 127 photos that were classified as ripe, 
127 were accurately forecasted as such, 0 as 
rotten, and 0 as not ripe. 

c. Out of the 161 unripe photos in total, 161 were 
accurately predicted as Not Ripe, 0 as Rotten, and 
0 as Ripe. 

3) Confusion Matrix results on the DenseNet121 
Model 

 
Fig 15. Confusion Matrix DenseNet121 

The following conclusions can be drawn from the 
DenseNet121 model's confusion matrix in Figure 15: 

a. Out of the 151 photos that were categorized as 
Rotten, 145 were accurately forecasted as such, 6 
as Ripe, and 0 as Not Ripe. 

b. One image was classified as Rotten, one as Not 
Ripe, and 125 of the 127 Ripe images were 
accurately forecasted as such. 

c. Out of the 161 unripe photos in total, 161 were 
accurately predicted as Not Ripe, 0 as Rotten, and 
0 as Ripe. 

4) Confusion Matrix results on the Resnet50V2 
Model 
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Fig 16. Confusion Matrix Resnet50V2 

The following conclusions can be drawn from the 
Resnet50V2 model's confusion matrix in Figure 16: 

a) Out of 151 photos that were categorized as 
Rotten, 151 were accurately predicted as such, 0 
as Ripe, and 0 as Unripe. 

b) 126 of the 127 ripe photos were accurately 
projected to be ripe, one was expected to be 
rotten, and none were forecast to be not ripe. 

c) Out of the 161 unripe photos in total, 161 were 
accurately predicted as Not Ripe, 0 as Rotten, 
and 0 as Ripe. 

3.3. Application Functionality Analysis 

The application for classifying Crystal Guava 
(Psidium Guajava) using a convolutional neural 
network method is designed for the Android 
operating system. It has been installed on an Infinix 
Note 12 2023 device with the specified 
specifications. 

Table 3. Device specifications 

No Device Spesification 

1  

 

 

Type of smartphone: Infinix 12 
2023  
chipset MediaTek Helio G99  
8GB RAM and 256GB of 
storage  
System software: Android 12 
XOS  
Display Dimensions: 6.78 
inches; Pixel Resolution: 1080 x 
240 

The findings of evaluating the application display on 
various devices used in table 3 are summarized as 
follows:  

1) Page with Splash Screens after around three 
seconds, the Splash Screen page is successfully 
displayed by the system, and Figure 15 shows the 
Onboarding Screen page. 

 
Fig 17. Splash Screen 

2) Dashboard Page  

 
Fig 18. Dashboard Page 

The dashboard screen page is successfully shown by 
the system. Figure 18 shows the button features on the 
dashboard screen, which include home and Crystal 
Guava Classification.  

3) Examining the Classification Display for Crystal 
Guavas 

The user can categorize the ripeness of crystal guava 
by taking a picture or choosing one from the gallery 
using the two primary options on the home screen of 
this view, as shown in Figure 4.19. 

 
Fig 19. Crystal Guava Classification Display Testing 

4) Scan Page Testing 

The system successfully opens the front and rear 
cameras. Users can take photos directly as in Figure 
20. 

 
Fig 20. Scan Page Testing 

5) Testing of Local Guava Classification Results 
In order to examine the local guava fruit, ripe samples 
of the fruit were collected. Using the application, the 
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system was able to determine the ripeness of the 
local guava fruit and produced results with a ripe 
label, as shown in Figure 21. 

 
Fig 21. Testing Local Guava Classification Results  

6) Testing of Crystal Guava Classification Results 
The system succeeded in detecting the ripeness level 
of crystal guava fruit using photos directly or from 
the gallery as in Figure 22. 

 
Fig 22. Testing of Crystal Guava Classification 

Results 

4. Discussions 

The use of multiple CNN architectures in this 
study—ResNet50V2, DenseNet121, 
NASNetMobile, and MobileNetV2—demonstrates a 
comparative approach to identifying the most 
effective model for classifying the ripeness of crystal 
guava images. Each model was individually trained 
on the dataset with extensive preprocessing and 
through various CNN layers for feature extraction, 
followed by optimization through a loss function and 
weight updates. This iterative process, reinforced by 
5-fold cross-validation and early stopping, allowed 
each model to demonstrate its strengths and 
weaknesses, resulting in comprehensive accuracy 
and loss scores for each fold. The MobileNetV2 
model, achieving an impressive 99.92% accuracy 
with a minimal average loss of 0.0088, outperformed 
the other models, indicating its high reliability and 
robustness in handling the dataset. 

Further evaluation using confusion matrices for each 
model reveals the classification accuracy for each 
ripeness category (Rotten, Ripe, Not Ripe) and 
validates the effectiveness of these models in real-
world applications. MobileNetV2 and DenseNet121, 
with near-perfect results across all categories, are 
especially effective in distinguishing between 
different levels of ripeness. Additionally, the 

classification functionality is successfully 
implemented on an Android application, offering 
practical usability with the ability to capture or select 
images and determine guava ripeness efficiently. This 
usability on a mobile platform, combined with high 
classification accuracy, supports the MobileNetV2 
model as the best choice for deploying a reliable and 
user-friendly tool for guava ripeness classification. 

5. Conclusion 

Based on the results of the thesis titled “Development 
of a Guava Classification Application (Psidium 
Guajava) Using Convolutional Neural Network 
Method on a Mobile Platform Based on Digital 
Images,” the following conclusions can be concluded 
that this research successfully designed a machine 
learning model based on Convolutional Neural 
Network (CNN) that is accurate and effective for 
classifying the ripeness of guava based on its skin 
color, achieving an average accuracy of 99.92% and 
the lowest average loss of 0.0088 with the 
MobileNetV2 base model. The comparative 
classification results indicate that the approach 
applied to guava is more precise than that for local 
guava, highlighting the significant potential of AI 
technology in sorting various types of fruits. The 
application was successfully implemented into a 
mobile app, with user satisfaction survey results 
showing a satisfaction percentage of 90.19%, qualifying 
as very satisfied. 
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