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Abstract— Social media is popular communication platform for last decade. Social Platform such as Facebook, 

Instagram, and Twitter provide real-time and efficient way of communication overseas. The ease of using social 

media does not only provide positive benefits, but can also have a negative impact on its users. One of social 

media negative impact is cyber-bullying which define as a type of harassment through online media. The effect 

of cyber-bullying to the victim particularly is mental health disorder. Usually, being the victim of cyber-bullying 

can increase the stress and anxiety level, lower self-esteem, loneliness, sadness, and disappointment. This 

study evaluates the comment on Instagram post of Indonesia influencer to determine whether it classified as 

bullying or non-bullying. This study utilizes count vectorizer as feature extraction and compare several machine 

learning methods such as Naïve Bayes, SVM, and Random Forest. The evaluation result show that both Naïve 

Bayes and Random Forest are able achieve 77% accuracy. Moreover, Naïve Bayes method also generate 

higher percentage compared to other methods. This result indicate that Naïve Bayes are capable in detecting 

cyber-bullying comment in social media platform. 
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1. Introduction 

  Survey conducted by the Association of Indonesian 

Internet Service Providers in 2021-2022 shows the 

number of internet active user in Indonesia reaches 

77.02% of the total population [1]. Currently, internet 

became primary needs in daily activity as 

telecommunication facility. The development of 

internet also leads the emergence of various type of 

social media platforms  [2]. These social media 

platforms such as Facebook, Instagram, Twitter, etc 

provide real-time and efficient way of communication 

overseas [3]. Recently, the used of social media 

platforms also provide useful environment as promotion 

media in supporting their users business. 

  The ease of using social media does not only 

provide positive benefits, but can also have a negative 

impact on its users. One of social media negative impact 

is cyber-bullying. Cyber-bullying is definition of 

harassment through online media [4]. The effect of 

cyber-bullying to the victim particularly is mental health 

disorder. Usually, being the victim of cyber-bullying 

can increase the stress and anxiety level, lower self-

esteem, loneliness, sadness, and disappointment [5]. In 

some case, it leads the suicidal behaviour.  

  Recently, the developer of the social media 

platform releases a comment filter in order to prevent 

the potential of cyber-bullying. This comment filter 

works by detecting the comment that has intention to 

bullying, then remove or block it from user. This 

technique used technology approach such as data 

analyst and machine learning methods. There are 

several studies proposed the comment detection that 

contain cyber-bullying. Muhammed Ali Al-Garadi et al 

[4] provide the literature review regarding detection 

cyber-bullying studies by comparing the used of several 

machine learning methods such as Support Vector 

Machine (SVM), Naïve Bayes, Random Forest, 

Decision Tree, K-Nearest Neighbor (KNN), Logistic 

Regression, Association Rule Mining, and Rule-Based 

Algorithm. The conclusion of this study shows SVM 

method often used for cyber-bullying detection. 

Another study proposed by Andrea Pereraa et al [6] 

present the detection and prevention of cyber-bullying 

in Twitter platform using SVM and feature extraction 

Term Frequency-Inverse Document Frequency (TF-

IDF). The 1000 textual data was collected from Twitter. 

The evaluation result shows the accuracy of proposed 

method is 74.50%, then the precision, recall, and F1 

Score 74% respectively. Samar Almutiry et al [7] 

proposed cyber-bullying detection in Arabic using 

Arabic Sentiment Analysis (ASA) where this method 

combined with SVM. The dataset was compiled from 

twitter platform. The result indicates that using Light 

Stemmer can achieve 85.49% efficiency. However, 

when using Arabic Stemmer Khoja, the result show 

85.38% efficiency. From these studies, it can be seen 

that the resource of dataset was gathered from Twitter. 

However, based on Digital Indonesia survey in 2022 

[8], the percentages of internet user in Indonesia from 
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ages of 16 to 64 who mostly used Instagram is 84.8% 

each month. Moreover, 22.9% of internet user from ages 

of 16 to 64 declare that Instagram is their favourite 

social media platform. 

Therefore, this study proposed cyber-bullying 

detection in Instagram platform. The data conversion 

used Count Vectorizer method to normalize the form of 

data. Then, the result will be evaluated in several 

machine learning methods in order to find suitable 

method for cyber-bullying detection. 

 

2. Data Set 

This research utilize dataset provided by Kaggle.com. 

This dataset contains 650 data in form of textual collected 

from comment section in Instagram post of public 

influencer. This data has several attributes consists of 

Instagram name, comment, category, and posting date. 

Below can be seen the sample of data which used in this 

study. 
Table 1. Comments Sample of Dataset in Both Categories  

(Non-Bullying and Bullying) 

Comment Category 

"Kaka tidur yaa, udah pagi, gaboleh capek2" Non-bullying 

"makan nasi padang aja begini badannya" Non-bullying 

"Hai kak Isyana aku ngefans banget sama kak 
Isyana.aku paling suka lagu kak Isyana itu lagu 

tetap didalam jiwa" 

Non-bullying 

"Makin jelek aja anaknya, padahal ibu ayahnya 
cakep!" 

Bullying 

"Muka anak nya ko tua banget yaa.. GK 

ngegemesin GK ada lucu2nya" 
Bullying 

"Muka nya muka kolot wkwk bukan muka bayi2 

lucu gt" 
Bullying 

 

3. Proposed Method 

The proposed method of this study will consist of two phases 

which are preprocessing process and evaluation process. The 

detail information of each process can be seen in Figure 1. 

 

 
Figure. 1.  Proposed Method of The Study 

 

1.1 Pre-processing Phase 

This phase describes the process of text 

processing which the purpose is to convert the form 

of dataset (textual form) into matrix dataset that 

possible to feed into machine learning algorithm 

[9]. There are several steps needed in order to 

convert this dataset which are:  

1.1.1 Punctuation Removal 

 The purpose of punctuation removal is to 

eliminate the punctuation in the sentences of 

the comment which this character can be 

assumed by feature extraction algorithm as 

important feature [10].  The punctuation can 

increase the ambiguity or misunderstanding 

when conducting data training on the model. 

1.1.2 Stop Word Removal 

 This step will remove several words which 

appear across all comment sentences in the 

dataset [11]. Commonly, the stop words can be 

classified as articles, conjunction, and 

pronouns.  

1.1.3 Stemming 

 This process will convert the word in 

comment sentences into their root or base word 

[12]. Stemming is conducted to reduce the 

number of words indexed in the matrix dataset. 

Therefore, the number of indexed words in 

matrix dataset will be efficient. 

1.1.4 Count Vectorizer 

 The count vectorizer will transform the 

data from textual form into vector based on the 

frequency of each words appear in the whole 

text [13]. The result of this step is in matrix 

form that ready to be evaluate in machine 

learning environment. 

1.2 Evaluation Phase 

1.2.1 Split Validation 

 Split validation is performed in order to 

split the dataset into training set and testing set, 

where training set will be used as data 

reference for training the model. Meanwhile, 

the testing set will be used as testing reference 

for the model.  

1.2.2 Machine Learning Algorithm 

 In this study, there are several machine 

learning algorithms that use as classifier to 

detect the cyber-bullying comment, such as 

multinominal Naïve Bayes [14], SVM [15], 

and Random Forest [3]. Each algorithm will be 

evaluated in the same environment and 

compare their result to find which algorithm 

which has optimum performance. 

1.2.3 Evaluation 

 The evaluation is performed in form of 

confusion matrix. The testing result of each 

models will be depicted into table form. From 

the confusion matrix table, it can be produced 

the parameters that indicate the performance of 
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each model. These parameters consist of 

accuracy, precision, recall, and F1-score. 

 

 

4. Experiment Result and Discussion 

 This research was conducted in order to determine 

which machine learning algorithm suitable in 

classifying cyber-bullying in social media dataset. This 

study used 650 data collected from comment section on 

Instagram post of Indonesia influencer. This dataset 

consists of two classes which are bullying and non-

bullying. The preprocessing step was performed to 

transform the raw data (textual form) into executable 

data (matrix form). Then, this executable data was 

separated into two sets consist of training and testing set 

where the ratio of 75% and 25% respectively. After that, 

the training set was fed to the machine learning methods 

which in this study used Naïve Bayes, SVM, and 

Random Forest. The models obtained from training 

process was evaluate using confusion matrix to generate 

performance parameters such as accuracy, precision, 

recall, and F1-score[16][17].  

 

  
 

Figure. 2.  The Confusion Matrix of Naïve Bayes Method 

 

The confusion matrix result of Naïve Bayes model can 

be seen in Figure 2. The result identify that Naïve Bayes 

model can predict the actual data of bullying class as 62 data, 

then 64 data of non-bullying class are correctly predicted.  

 
 

Figure. 3.  The Confusion Matrix of SVM Method 
 

Meanwhile, the evaluation result of SVM method 

described in Figure 3. The result show that the method can 

precisely predict the class bullying and non-bullying with 60 

and 64 correct data respectively. However, the number of 

miss prediction is higher than Naïve Bayes method 

especially in Bullying class, which denoted that the Naïve 

Bayes has better sensitivity in predicting Bullying class. 

Moreover, the result of Random Forest method can be seen 

in Figure 4.  

 

  
 

Figure. 4.  The Confusion Matrix of Random Forest Method 

 

The Random Forest method can achieve 64 and 62 data 

that predicted correctly. The prediction result of Random 

Forest has similarity to the Naïve Bayes method, even 

though there is slightly different result, particularly in non-

bullying prediction result. Random Forest has smaller 

number in false prediction of bullying data, this mean that 

Random Forest has best sensitivity compare to other 

methods. However, in non-bullying class, Naïve Bayes and 

SVM outperform Random Forest in term of sensitivity. 

 
Table 2.Comments Sample of Dataset in Both Categories (Non-

Bullying and Bullying) 

 
No Model Accuracy Precision Recall F1-

Score 

1 Naïve 

Bayes 
77% 77.5% 77.5% 77.5% 

2 Support 

Vector 

Machine 

76% 76.0% 76.0% 76.0% 

3 Random 

Forest 
77% 77.0% 77.5% 77.5% 

 

In Table 2, it can be seen the performance parameter of 

each proposed model. The result show both Naïve bayes and 

Random Forest have similar result especially in accuracy, 

recall, and F1-score. The accuracy score indicates the 

capability of the model in predicting the correct label of both 

classes [18]. Then, the recall defines the percentage of 

correct predictions in non-bullying class within entire data 

predicted as non-bullying [19]. F1-score is the average of 

both precision and recall which have been weighted [20]. 

The different between Naïve Bayes and Random Forest 

result is the precision value where Naïve Bayes has slightly 

higher percentage than Random Forest. The higher precision 

result indicate that Naïve Bayes has more percentages of 
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correct prediction data within entire data predicted as 

bullying class compared to the other methods. 

 

5. Conclusion 

Cyber-bullying is form of harassment conducted 

through electronic or online media. The effect of cyber-

bullying to the victim particularly is mental health disorder. 

Usually, being the victim of cyber-bullying can increase the 

stress and anxiety level, lower self-esteem, loneliness, 

sadness, and disappointment. This study used Instagram 

comment dataset which consist of 650 data to determine 

whether it classified as bullying or non-bullying. This study 

utilizes count vectorizer as feature extraction and compare 

several machine learning methods such as Naïve Bayes, 

SVM, and Random Forest. The evaluation result denoted 

that both Naïve bayes and Random Forest have similar result 

especially in accuracy, recall, and F1-score. The different 

between Naïve Bayes and Random Forest result is the 

precision value where Naïve Bayes has slightly higher 

percentage than Random Forest. The higher precision result 

indicate that Naïve Bayes has more percentages of correct 

prediction data within entire data predicted as bullying class 

compared to the other methods. 
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