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Abstract— One of the most feared infectious diseases today is COVID-19. The transmission of this disease is quite
fast. Patients also sometimes do not have the same symptoms. Overcoming the spread of the pandemic has been
widely carried out throughout the world. Apart from the medical method, there are also many other methods,
including computerization. Data mining is a discipline that can project data into new knowledge. One of the main
functions of data mining is classification. Decision tree is one of the best models to solve classification problems.
The number of data attributes can affect the performance of an algorithm. This study uses information gain to select
the attribute features of the Covid-19 surveillance dataset. This study proves that there is an increase in the
accuracy of the decision tree algorithm by adding information gain feature selection. Previously, the decision tree
only had an accuracy rate of 65% for the classification of the Covid-19 surveillance dataset. After pre-processing

using information gain, the accuracy rate increased to 75%.

Index Terms— Decision tree, information gain, covid-19 surveillance, accuracy.

1. Introduction

Covid 19 is a disease that has taken the world by storm
in recent years. This disease is new with a very fast spread
rate. Recent studies have shown that there are several
mutations of this virus that are more dangerous to humans.
Most countries implement strict health protocols to keep
their citizens from spreading this disease. Prevention is also
carried out by many countries by vaccinating their citizens.
Apart from the medical side, research on this disease 1s also
carried out in various fields. In the computer field,
algorithmic development is carried out to classify data and
in the end it can become a new policy.

Data mining is a computer science that allows data
extraction to gain new knowledge [1]. In data mining, the
data used greatly affects the calculation performance. One
of the calculation methods in data mining that is proven to
be reliable is the decision tree. Decission tree is one of the
best classification methods [2].. Besides having good
accuracy, this method is also easier to understand because
its use is more in line with human language [3].

In this study, the COVID-19 surveillance dataset is
sourced from the UCI repository. Uci repository is a dataset
provider portal that has been tested and is widely used by
researchers to test algorithms. This dataset comes from the
Ministry of Health of the Republic of Indonesia. This full
version of  dataset can be  downloaded at
https://archive.ics.uci edu/ml/d atasets/COVID-
194Surveillance.

The classification of the Covid-19 survival dataset using
the decision tree algorithm has been carried out and has an
accuracy rate of 65% [4]. In this study all attributes are
used for classification. The number of attributes can affect
the classification results [3]. The more attributes that have

no effect can also reduce the accuracy of an algorithm [5].
This study uses information gain for the selection of the
attributes  of covid-19 survillance. The decision tree
produces an accuracy rate of 75%. This means that the use
of information gain can increase the accuracy of the
decision tree by 10% for the classification of the Covid-19
survival dataset.

2. Literature Review
2.1. Related Research

Similar research has been conducted using the KNN
algorithm [6]. in this study the accuracy rate obtained was
only 55%. In addition, similar research using the decision
tree algorithm has also been carried out [4]. The decision
tree classification in previous studies used all existing data
attributes. In this study the decision tree obtained an
accuracy rate of 65%.

2.2. Data Mining

Data is a commodity that is widely produced at this
time. Data that is too much but has no meaning will only
become garbage in our storage [7]. Data mining comes to
solve this problem. The process in data mining allows data
to be extracted to become new knowledge or information
that was not previously known [8]. By recognizing existing
data patterns, data mining methods can analyze and find
new patterns [9]. In the existing dataset it is possible to
create new rules, patterns or models that are different from
the previous database [10].
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The processes in data mining include collecting data,
using historical data to find data linkages [11]. The
relationship between these data can later become new
information or knowledge. This new knowledge can later
be used for decision making in an agency, company and
even government.

2.3. Classification

One of the functions of data mining is classification.
Classification is classified as supervised learning which
requires training data and data testing. Past data is used to
create new models or knowledge that can be applied to new
data. Classification has proven to be used in the medical
ield [12], in education [13], is used in building engineering
[14], and is widely used in other fields.

The classification process in the computer field is
actually only to determine and then improve the accuracy
of the algorithm. Furthermore, the classification model
formed can be used in various fields according to the
existing data. The level of accuracy of the algorithm is
influenced by the dataset and the type of data used [15].

3. Research Methods

The research method used in this research is
experimental. The research uses public datasets and
performs algorithmic calculations using the help of rapid
miners. The stages in completing the research are as
follows:

3.0 Method of collecting data

The data used in this study is the Covid-19 surveillance
dataset. The main source of this data is the Ministry of
Health of the Republic of Indonesia. This dataset has
become public data and can be downloaded at:
https://archive.ics.uci.edu/ml/datasets/COVID-
194+ Surveillance. In this dataset there are 7 regular
attributes and 1 label attribute. Table 1 is the dataset table
used.

Table 1. Covid-19 surveillance dataset

A0l AO2 A03 A04 A0S A06 A07 Categories
+ + + + + - - PUS
+ B B PUS
B PUS
B PUS
+ PUS
+ - - - + PUS
+ PUS
- - - PUS
- - PIM
B B PIM
- + B PIM

+ O+ O+

+
+ o+ -
+

+ o+

o+ o+ o+ o+ o+
+ o

+ o+ o+ o+
+ o+

- + - + - + - PIM
- + - - - - + PIM
B - - B B - + PWS

3. 2. Algorithm Calculation Method

Algorithm calculation using rapid miner application.
The first stage is feature selection on the COVID-19
surveillance dataset. This stage is to determine the
importance of all existing attributes. Then determine the
threshold, which 1s the attribute value limit that will be
used in the next stage. Attributes with values below the
threshold will not be used in the next classification process.

The next stage is validation. This stage uses 10 folds
cross validation. The process is to divide all records in the
dataset into 10 parts. 1 part is used as testing data and the
other 9 parts are used as training data. This process is
repeated until all records have one chance to become
testing data.

The last stage is the evaluation of the results. This
evaluation process uses a confusion matrix. This process is
actually carried out simultaneously with the validation
stage. All testing data is adjusted to actual conditions. The
percentage of conformity will later be referred to as the
accuracy level of the algorithm. Figure 1 is a diagram of the
research process.

[ Dataset covid-19 survillance J

U

Feature selection
(information gain)

U

Validation
{10 folds cross validation

Evaluation

{Confussion Matrix)

Figure 1. Research process

4. Results and Discussion
4. 1. Information gain feature selection

The COVID-19 surveillance dataset has 7 regular
attributes. Feature selection using information gain can
determine the level of importance of all data attributes.
Table 2 is the level of importance of the Covid-19
surveillance  attribute  using information gain. The
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importance value is between 0 and 1. The higher the value,
the greater the importance.

Table 2. Information gain result

Atribute  Weight by information gain
A05 00
AD6 00
A04  0.1818397563031609
A07  0.1818397563031609
A02  0.32999001598621563
A03  0.515387058257064
A0l 1.0

4 2. Algorithm Calculation

The calculation of information gain feature selection and
algorithm accuracy performance is done using a rapid
miner application. In the rapid miner all the algorithms
have been prepared and can be used instantly. The opening
view of the rapid miner can be seen in Figure 2 below.
‘While in Figure 3 1s the welcome screen on the rapid miner.

o}, RAPID/ MINER

Loading lcons

RapidMiner5.3

Licensed under the AGPL vemsion 3

RapidMiner comes with absolutely no waranty
Copyright (C) 2001 - 2042 by Rapid-| and contributors
Maore information at hitp:ifrapid-i.com

Figure 2. Display of rapid miner

RapidMiner News

Figure 3. welcome screen rapid miner

The calculation process is carried out by placing the
prepared dataset into the worksheet provided by the rapid
miner. Figure 4 is a display of the rapid miner worksheet.

Figure 4. Rapid Miner Worksheet

In Figure 4 there are 4 stages carried out in completing
the research. The first stage is the prepared dataset. Dataset
preparation including attribute selection. The selection can
be done automatically by the rapid miner system. To
overcome errors in this study, manual selection of attributes
was carried out. The selection of attributes includes the
type of attribute and which attribute function will be used
as a label.

The second stage is weighting using information gain.
This process runs automatically. In this process, the
importance of all regular attributes is calculated. The output
of the weighting using this information gain can be seen in
table 2.

The third stage is the determination of the threshold. In
this study used the threshold value is 0.5. This means that
all attributes with a gain value of less than 0.5 will not be
used in the next classification process. What is used in the
next classification process is an attribute with a gain value
equal to or greater than 0.5.

The fourth stage is the validation stage. In this stage, 10
fold cross validation is used. In this validation process there
is an evaluation. The process of evaluating and calculating
the accuracy of the algorithm uses a decision tree. Figure 5
is a process in validation.

Figure 5. Algorithm calculation process
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Calculations are carried out to determine the level of
accuracy. Figure 6 is the confusion matrix formed. This
confusion matrix is the proportion of label conformity that
corresponds to actual conditions. From Figure 6, it can be
seen that the accuracy of the decision tree is 75%.

sccumoy: TS00% +f AL (misre T4.57%)

true UG tua Pl s S class procizicn
Ered PUS ] 2 0 LY
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Figure 6. Calculation results
4 3. Discussion

The decision tree accuracy rate in this study is 75%.
Previously with the same data and algorithm the decision
tree only obtained an accuracy rate of 65% [4]. an increase
of 10% occurs because the attributes used are appropriate.
Some attributes are not included in the classification
process. The attributes used are only selected attributes in
the information gain feature selection process. The right
number of attributes can improve the performance of an
algorithm. And vice versa, the number of attributes that
have no effect on the classification can make the
algorithm's performance decrease.

5. Conclusion

From the results of previous studies it can be concluded
that:

1. The use of information gain feature selection in the
classification of the Covid-19 surveillance dataset can
increase the accuracy of the decision tree.

2. An increase in decision tree accuracy of 10% is obtained
when the attribute threshold value used is 0.5.
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